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Image Inpainting and Editing with Various Prior Guidance



The Tasks
• Image Inpainting at High Resolution

Original (2K) LAMA Our work

• Entity-level Image Editing



Recap: What are the Priors?

Generative
Model

Text this is an apple

class: dog

High-level

Low-level



Various Priors

ImageLR-Image Line

Segmentation Hog Gradient RTV

Canny HED[1] CATS[2] DexiNed[3]

Edge

[1] S. Xie and Z. Tu, “Holistically-nested edge detection,” in Proceedings of the IEEE international conference on computer vision, 2015, pp.1395–1403.

[2] L. Huan, N. Xue, X. Zheng, W. He, J. Gong, and G.-S. Xia, “Unmixing convolutional features for crisp edge detection,” IEEE Transactions on Pattern Analysis and Machine Intelligence, 2021.

[3] X. S. Poma, A. Sappa, P. Humanante, and A. Arbarinia, “Dense extreme inception network for edge detection,” arXiv preprint arXiv:2112.02250, 2021.



ZITS++: Image Inpainting by Improving the Incremental Transformer on Structural Priors 

ZITS++, in submission



ZITS++ compares different Edges for inpainting

Using Learning based Edges (CATS [1]) instead of Canny edge.

[1] L. Huan, N. Xue, X. Zheng, W. He, J. Gong, and G.-S. Xia, “Unmixing convolutional features for crisp edge detection,” IEEE Transactions on Pattern Analysis and Machine Intelligence, 2021.



ZITS++ compares different priors for inpainting



ZITS++ compares different priors for inpainting



ZITS++: Image Inpainting by Improving the Incremental Transformer on Structural Priors 



ZITS++: Further improve the FTR training with large kernel attention (LKA [1])
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[1] M.-H. Guo, C.-Z. Lu, Z.-N. Liu, M.-M. Cheng, and S.-M. Hu, “Visual attention network,” arXiv preprint arXiv:2202.09741, 2022



High-resolution (1K, 2K) object removal
results compared with LaMa

From left to right:
masked image, LaMa, ZITS++



How about Data-driven Priors? 



Learning Prior Feature and Attention Enhanced Image Inpainting

ECCV 2022

Codes and pre-trained models are released in https://github.com/ewrfcas/MAE-FAR.



MAE Inpainting

Our model provides proper priors for
Image inpainting with pre-trained MAE

MAE results

Masked AutoEncoder (MAE)[1]: A vision
transformer that is pre-trained with 75%
random masking prediction

[1] He K, Chen X, Xie S, et al. Masked autoencoders are scalable vision learners[C]//CVPR2022: 16000-16009.

Data-driven Priors



He, Kaiming, et al. "Masked autoencoders are scalable vision learners." Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2022.

MAE: Masked Autoencoders Are Scalable Vision Learners 

MAE structure MAE Reconstruction



Method Overview



Training Setting of MAE for Inpainting
Masking Strategy

Noisy and random masks are easier[1]

[1] Ntavelis, Evangelos, et al. "AIM 2020 challenge on image extreme inpainting." European Conference on Computer Vision. Springer, Cham, 2020.



Training Setting of MAE for Inpainting
Finetuning for Partially Masked Patches 
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Attention-based CNN Restoration (ACR) 
Prior Features Upsampling and Prior Features Combination 

Cartesian spatial grid

Bilinear resizing

Prior features 𝐅𝒑
′

Gated convolutions

𝛼𝑖



Contextual Attention Prior Attention

Attention-based CNN Restoration (ACR) 
Prior Attentions from MAE vs. Contextual Attention



Qualitative results

256x256 in Places2 512x512 in Places2



Qualitative results of faces and 1k images



More High-Resolution Results



Can we combine the priors with 
textual-conditions?



ManiTrans: Entity-Level Text-Guided Image Manipulation via Token-wise 
Semantic Alignment and Generation

CVPR 2022 (Oral)



ManiTrans



ManiTrans
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Mani
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Inference Phase
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Main Results



Main Results



Thanks!


